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ABSTRACT

The Bjerknes compensation (BJC) refers to the tendency for changes in the atmosphere heat transport

(AHT) and ocean heat transport (OHT) to compensate each other. However, the nature of this compensation

varies with the time scale of changes. In this study, a new approachwas developed to diagnose BJC for climate

variability by considering the correlation between AHT and OHT and their relative magnitudes. The cor-

relation is equivalent to the cosine of phase difference between AHT and OHT. For high-frequency climate

variability, AHT lags or leads OHT by p/2, the correlation is zero, and BJC does not occur concurrently. For

low-frequency climate variability, AHT lags or leads OHT by p, the correlation is21, and BJC is concurrent.

With increasing time scale, the phase difference between AHT and OHT changes from p/2 to p, and the BJC

reaches equilibrium. A coupled box model is used to justify the approach and to understand the temporal

change of BJC from a theoretical perspective. The correlation and BJC rate derived from theory and from the

box model exhibit similar transient behaviors, approaching equilibrium monotonically with increasing time

scale. The equilibrium BJC is established at decadal time scale. Since the BJC is closely related to climate

feedback, a proper identification of BJC processes in climate variability can reveal the nature of dominant

climate feedback processes at different time scales.

1. Introduction

Meridional heat transports (MHTs) in the atmo-

sphere and ocean are critical for maintaining energy

balance of Earth’s climate system. The MHTs vary on

multiple time scales, and the variations of atmosphere

heat transport (AHT) and ocean heat transport (OHT)

are related to each other. Bjerknes (1964) first proposed

the hypothesis that if the net radiation forcing at the top

of the atmosphere (TOA) and the ocean heat storage do

not vary too much, the total energy transport by the

climate system would not vary too much either; in other

words, any large variations in AHT and OHT should be

equal in magnitude and opposite in sign. This simple

scenario has become known as the Bjerknes compen-

sation (BJC)—that is, a negative relationship between

the change in AHT and the change in OHT.

The BJC has been confirmed to be valid in many

studies, in models ranging from simple energy balance

models (EBMs; e.g., Lindzen and Farrell 1977; Stone

1978; North 1984; Langen and Alexeev 2007; Rose and

Ferreira 2013; Liu et al. 2016) to complex climatemodels

(e.g., Clement and Seager 1999; Shaffrey and Sutton

2006; Cheng et al. 2007; Van Der Swaluw et al. 2007;

Kang et al. 2008, 2009; Vellinga and Wu 2008; Donohoe

et al. 2013; Farneti and Vallis 2013; Rose and Ferreira
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2013; Yang et al. 2013; Seo et al. 2014; Yang and Dai

2015). Usually, the BJC is valid on decadal and longer

time scales based on coupled model studies (e.g.,

Shaffrey and Sutton 2006; Van Der Swaluw et al. 2007;

Farneti and Vallis 2013). The BJC can occur in internal

climate variability (e.g., Shaffrey and Sutton 2006) and

in climate responses to external forcing (e.g., Vellinga

and Wu 2008; Rose and Ferreira 2013; Yang and Dai

2015). It varies widely among models, at various time

scales and at different latitudes, and is measured by the

BJC rate, which is defined as the ratio of anomalous

AHT to anomalous OHT.

The BJC rate is essentially determined by the overall

climate feedback, which denotes the general relation-

ship between the net TOA radiative flux and surface

temperature. Our recent studies (Liu et al. 2016; Yang

et al. 2016) developed a theory that links the BJC rate

with local climate feedback explicitly. Specifically, AHT

can perfectly compensate OHT in the absence of local

climate feedback, undercompensate OHT if climate

feedback is negative everywhere, or overcompensate

OHT in the presence of positive local climate feedback.

These theoretical studies provided explanations for

different BJC behaviors in various previous modeling

studies (e.g., Kang et al. 2008, 2009; Vellinga and Wu

2008; Enderton and Marshall 2009; Vallis and Farneti

2009; Zhang et al. 2010; Farneti and Vallis 2013; Yang

et al. 2013; Seo et al. 2014).

The BJC theory developed in Liu et al. (2016) and

Yang et al. (2016) applies only to equilibrium responses

in a coupled system. There is no theory so far on the BJC

for climate variability. Previous assessments on the BJC

for climate variability were mostly based on coupled

models and used somewhat arbitrary methods, which

range from the correlation between AHT and OHT to

the ratio of peak magnitudes of AHT and OHT changes

(Van Der Swaluw et al. 2007). Such assessments cannot

clearly distinguish different behaviors of the BJC: over-

compensation, undercompensation, or perfect compensa-

tion. Moreover, many coupled models have demonstrated

that the BJC is good for low-frequency variability, and the

BJC rate was found to increase with increasing time scale

(e.g., Shaffrey and Sutton 2006). These theories lead to

several questions. How can we assess the BJC for climate

variability reasonably? How does the BJC change with

time scales? Is the BJC enhanced toward an equilibrium

BJC as time scale increases? Is the BJC for low-frequency

climate variability equivalent to an equilibrium BJC?

This work is an attempt to understand transient be-

haviors and time scales of BJC for climate variability

from a theoretical perspective using the box model of

Yang et al. (2016). First, we develop a comprehensive

approach to diagnose BJC for climate variability and

provide an example from a coupled climate model.

Second, the coupled box model is used to exhibit tran-

sient change of BJC for climate variability by perturbing

the model with constant, periodic, or stochastic fresh-

water forcing. The temporal changes of BJC in all three

forcing situations are similar, approaching the equilibrium

BJC rate monotonically with increasing time scale, and an

equilibrium BJC is established at the decadal time scale

and beyond. Third, a theoretical solution to transient BJC

is obtained and then used to explain the numerical results

in the box model. We will show that the BJC for climate

variability is equivalent to the theoretical BJC. In this

paper, we emphasize that the time-scale dependence of

BJC is unique because it is not affected by the variations of

AHT, OHT, or other climate variables, which can be

monotonic, periodic, or even stochastically driven.

This paper is organized as follows. The approach to

diagnose the BJC for climate variability is proposed in

section 2. We introduce the coupled box model and

equilibrium BJC rate briefly in section 3. Numerical

results from the coupled box model under different

forcing scenarios are shown in section 4. We provide

theoretical explanations for the transient BJC based on

the two-box-ocean coupled model in section 5. Sum-

mary and discussion are given in section 6.

2. BJC for climate variability

The low-frequency variations of AHT and OHT

usually have a high negative correlation with each other,

as illustrated by a long simulation using NCARCESM1.0

(Fig. 1a; Yang et al. 2015). Similar results can be also

found in previous works, such as Shaffrey and Sutton

(2006) and Farneti and Vallis (2013). The variation in

OHT is closely related to the fluctuation in the Atlantic

meridional overturning circulation (AMOC; black curve

in Fig. 1a), implying a critical role of thermohaline circu-

lation (THC) in global energy balance (Farneti and Vallis

2013). Figure 1b shows clearly that both the correlation

between AHT and OHT and the BJC rate increase

monotonically with increasing time scale. Here, we want

to emphasize that OHT and AHT in Fig. 1 are calculated

directly from the velocity–potential temperature (VT)

approach (Yang et al. 2015) instead of indirectly from the

heat fluxes at the ocean surface and at the TOA. This

assures the independency of AHT and OHT from each

other. Different from the BJC definition in Van Der

Swaluw et al. (2007), we propose a new formula to assess

the BJC rate for general climate variability:

C
R
[ r

s
Fa

s
Fo

, (1)
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where r is an instantaneous correlation coefficient

between AHT and OHT, and sFa
and sFo

are standard

deviations of AHT and OHT, respectively. The vari-

able CR is actually a regression coefficient that can be

obtained by linearly regressing AHT with respect to

OHT. This definition considers the differences in both

phase and amplitude between AHT and OHT. It is a

significant improvement from previous definitions and

allows us to identify the BJC neatly and affirmatively.

A negative correlation (r , 0) suggests a concurrent

compensation between AHT and OHT, and the BJC

rate is determined by both the correlation and the ratio

of AHT and OHT standard deviations. If the correla-

tion is low enough and below a certain significance

level (r / 0), there will be no statistically significant

compensation. Positive correlation (r $ 0) suggests no

compensation. In sections 4 and 5, we will show that

the correlation coefficient r is equivalent to the cosine

of the phase difference between AHT and OHT, cosd.

WhenAHT andOHTmove toward being out of phase,

d/61808 and cosd/21; as a result, the correlation

r/21 and the BJC approaches its equilibrium value.

In addition, the absolute value of BJC rate jCRj can be

larger, equal to, or smaller than 1, corresponding to

overcompensation, perfect compensation, or under-

compensation (Yang et al. 2016), respectively, which

are in turn determined by the overall local climate

feedback. Therefore, the definition in Eq. (1) implies

also the overall climate feedback situation for certain

climate variability.

3. A coupled box model

The model consists of a two-box atmosphere and a

four-box ocean (Fig. 2; see Yang et al. 2016 for more

details). The atmosphere is assumed to mix the heat

perfectly in the zonal direction and is always in quasi

equilibrium with the surface ocean. The ocean model

was based on Stommel (1961) and further developed in

many studies (e.g., Marotzke 1990; Huang et al. 1992;

Nakamura et al. 1994, hereinafter NSM94; Tziperman

et al. 1994; Marotzke and Stone 1995, hereinafter

MS95). The atmospheric boxes are placed between

the equator and 758N, and the ocean boxes represent the

ocean in the Northern Hemisphere. Details about the

model configuration can be found in Yang et al. (2016),

and model parameters are listed in Table 1.

In the coupled box model, in response to a perturba-

tion forcing of OHT, such as freshwater forcing, the

equilibrium BJC rate is, as derived analytically in Yang

et al. (2016), the following:

C
R0

[
DF

a

DF
o

52
1

11B/2x
, 0. (2)

Equation (2) states that CR0 is determined only by two

climate parameters—the local climate feedback pa-

rameterB and the atmosphere heat transport coefficient

x—or by the nondimensional parameter b (5B/x). In a

stable climate system, B . 0 usually representing an

overall negative climate feedback; therefore, CR0 is

FIG. 1. (a) Time series of anomalous AHT (red; PW, 1 PW 5 1015 W), OHT (blue; PW), and AMOC index (black; Sv) from a long

simulation using NCARCESM1.0. The AMOC index is defined as the maximum value of the streamfunction over 208–708N and between

300 and 2000m in the Atlantic. The climatological mean values are removed first and then the anomalous data are filtered using the 21-yr

running mean. AHT and OHT are calculated directly from the VT approach (Yang et al. 2015) and averaged over 308S–708N. The

correlation between AMOC and OHT is 0.81 and that between OHT and AHT is 20.71, which are above the 99% significance level.

(b) Changes of correlation between AHT and OHT (red) and of the BJC rate (black) with time scale. The x axis is time scale, where

a number (e.g., N) means that the data are first filtered by N-yr running mean, and then the correlation and BJC are calculated using the

filtered data.
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always negative or the changes in AHT and OHT

always compensate each other. Based on available

observations, B has been estimated to be around 1.55–

1.7Wm22K21 (MS95; Kang et al. 2009; Rose and Ferreira

2013),whereasx has a relativelywider range from0.6 (North

1975) to 1.3Wm22K21 (MS95), which is closely related

to the parameterization of AHT. It is worth noting that

Eqs. (1) and (2) are equivalent under constant forcing

when the correlation coefficient r521 for out-of-phase

changes in AHT and OHT, and sFa
and sFo

are equi-

librium responses DFa and DFo.

The following variables will be used later on in dis-

cussion:Ts5T22T1, which is the SST contrast between

the tropical boxT2 and extratropical boxT1; Ss5 S22 S1,

which is the surface salinity contrast between the trop-

ical box S2 and extratropical box S1; q 5 k(aTs 2 bSs),

which represents the oceanmeridionalmass transport or

the THC, where k is a constant parameter that sets the

reference turnover time scale for a surface ocean box

and a and b are the thermal and haline expansion co-

efficients of seawater, respectively; and Fo, Fa, and Ft,

which represent OHT, AHT, and total MHT, re-

spectively. More detailed descriptions for these vari-

ables can be found in Yang et al. (2016).

4. Transient changes in perturbation experiments

a. Constant freshwater perturbation

To understand the dynamics of BJC, a series of

freshwater perturbation experiments were performed

by imposing a sudden onset of a constant salinity ten-

dency in the extratropical ocean box on Eq. (2a) of Yang

et al. (2016):

h
fw
5 h

0
5 constant . (3)

Under constant forcing, the BJC rate CR approaches its

analytical value CR0 monotonically, although the tran-

sient evolutions of AHT and OHT are not monotonic.

Figure 3 shows the transient climate changes when 0.1-Sv

(1 Sv [ 106m3s21) freshwater (h0 5 3.5 3 10210psus21)

is removed from the extratropical ocean box. Here,

both tropical and extratropical climate feedbacks are

assumed to be negative (B 5 1.7Wm22K21) so that

the equilibrium BJC is determined from Eq. (2) as

CR0520.6 (Fig. 3d). Changes in the box-model climate

are obtained by removing the equilibrium state. Re-

ducing freshwater in high latitudes results in the weak-

ening of the meridional salinity gradient (DSs , 0;

Fig. 3b), enhancing the THC (Dq . 0) and resulting in

more poleward OHT (DFo . 0; Fig. 3c). This warms the

extratropical ocean and results in the weakening of

meridional temperature gradient (DTs, 0; Fig. 3b). As a

result, AHT decreases (DFa , 0) and compensates

partially for the increasedOHT (Fig. 3c). Changes in the

THC, Ss, and Ts as well as changes in AHT and OHT

retreat slightly after they peak at around 200 years be-

cause of the feedbacks among them. However, the ratio

of AHT and OHT approaches the analytical value

monotonically (Fig. 3d).

Figure 3 shows that the time scale of quasi-equilibrium

response in the box model is around 200 years. This time

scale can be simply understood as the advective time scale

of the THC (MS95), which is roughly estimated as Teq 5
2p/(kaTs), where k is the ocean advective time-scale

coefficient and a is the water thermal expansion co-

efficient. Using the parameters in Table 1, Ts 5 27.48C
and Teq ’ 240yr. This is the quasi-equilibrium compen-

sation time scale, as shown in Fig. 3d. The compensation

is only slightly affected by the evolution of lower ocean,

which has a much longer time scale (blue and green

curves in Fig. 3a). This time scale can be also understood

as the longest eigenperiod of the coupled box model (see

discussion in section 5).

It is worth mentioning that the system’s time scale is

also intrinsically related to climate feedbacks (Roe

2009). In Yang et al. (2016), it is shown that the equi-

librium time scale of the BJC varies from several

FIG. 2. Schematic plot of the coupled box model. Boxes 1 and 3

represent the upper and lower layers of the extratropical ocean,

respectively, and boxes 2 and 4 of the tropical ocean, respectively.

The variablesD1 andD2 are the depths of upper- and lower-ocean

layers, respectively. The variables L1 and L2 are the meridional

scales of the tropical and extratropical boxes, respectively. The

variables H1 and H2 are the ocean heat gains through the sea sur-

face in the extratropics and tropics, respectively. The variablesH01

andH02 are the net energy gains at the TOA in the extratropics and

tropics, respectively. The variableE is the net freshwater loss in the

tropics, or the net freshwater gain in the extratropics. The variable

Fa is the meridional atmosphere energy transport. The variable

Fw is the meridional atmosphere moisture transport. The vari-

ables Fo1–Fo4 illustrate qualitatively the heat transports among

different boxes.
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decades to thousands of years as the climate feedback

varies from strong negative (21.7) to positive (0.5).

Positive feedback can amplify the initial perturbation,

and therefore it would take a longer time for the whole

system to return to its equilibrium (Roe 2009). In this

work, we focus on understanding the compensation time

scale under given climate feedbacks. Specifically, why

does the BJC approach the equilibrium state mono-

tonically and on what time scale can the BJC be well

established?

b. Periodic freshwater perturbation

A series of periodic perturbation experiments was

designed to understand the time scale of BJC. These

experiments were performed by removing freshwater in

the extratropical box periodically, which were accom-

plished by adding a term of salinity tendency:

h
fw
5Re(h

0
eivt) , (4)

where h0 is the amplitude of the forcing (which is 3.5 3
10210 psu s21 for 0.1-Sv freshwater), and v is the fre-

quency of the forcing that ranges from zero to infinity.

Figure 4 shows the model’s responses to different forc-

ing frequencies.

Both amplitude and phase of climate responses are

related to the forcing frequency. The response ampli-

tude is stronger for lower-frequency forcing (solid

curves in Fig. 4). In a general climate system of long

thermal inertia, the climate variability tends to exhibit a

red noise response; that is, high-frequency forcing leaves

insufficient time for the system to fully respond, result-

ing in the amplitudes of variables being smaller than

those under low-frequency forcing. Under very-high-

frequency forcing (e.g., a period of 5 yr), the model

FIG. 3. Transient climate changes under constant freshwater forcing (20.1 Sv) added in ocean box 1 (a) for DT (8C) in the four ocean

boxes; (b) for Dq (Sv), DSs (psu), DTs (8C), and surface mean temperature DTm (8C); (c) for heat transport changes (PW); and (d) for the

BJC rate CR from the box model (asterisks) and Eq. (2) (gray line). Here, the local climate feedback B 5 1.7Wm22 K21.

TABLE 1. Parameters used in this study.

Parameter Physical description Units Value Reference Note

A1 Net incoming radiation at box 1 and 2 Wm22 240 MS95 —

A2 90

B1 Local climate feedback parameter in

box 1 and box 2

Wm22 K21 1.7 MS95 NSM94 —

B2 1.7

cr0 Heat capacity of a unit water volume Jm23 K21 4 3 106 MS95 —

D1 Depth of upper and lower boxes m 400 — —

D2 4000

G01 Entire surface area north of the dividing latitude m2 1.25 3 1014 MS95 —

L1 Meridional scale of low- and high-latitude boxes 8 lat 358 MS95 —

L2 408
S0 Reference salinity psu 35.0 MS95 —

a Thermal expansion coefficient K21 2.5 3 1024 — —

b Haline contraction coefficient psu21 7.5 3 1024 — —

� Ratio of ocean area of box 1 to G01

(i.e., G1/G01, � # 1)

— 0.2 MS95 Atlantic sector

�w Ratio of ocean and catchment area to

G01, � # �w # 1

— 0.3 MS95 —

k Advective time-scale coefficient s21 1.2 3 1027 — D 5 5 km

g Atmosphere moisture transport efficiency m s21 K21 1.2 3 10210 MS95 Factor of 1–3

x Atmosphere heat transport efficiency Wm22 K21 1.3 MS95 —
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temperature and salinity changes are so small (Fig. 4a)

that they are negligible when compared to those under

constant forcing (Fig. 3b), including the model heat

transports also (Fig. 4d). The climate response is en-

hanced toward lower frequency (Figs. 4b,c,e,f), with the

amplitude roughly unchanged for forcing frequency

lower than 500 yr (figures not shown for frequency lower

than 500 yr).

Changes of response amplitude under different forc-

ing periods are clearly illustrated in Figs. 5a,b (circles).

Each circle represents the peak response amplitude

under a prescribed forcing frequency. We can see that

the response amplitude becomes larger toward lower

forcing frequency. Under high-frequency forcing (pe-

riods shorter than several decades), the response ampli-

tude is negligible. When the forcing period (frequency)

becomes longer (lower) than the advective time scale of

the system (;250yr), the response amplitude nearly

reaches a constant, which is exactly the quasi-equilibrium

response under constant forcing shown in Fig. 3. For a

better comparison, the transient responses under con-

stant forcing shown in Fig. 3 are also plotted in Figs. 5a,b

(as solid curves). We can see that the patterns of am-

plitude change in response to different periodic forcing

are similar to the transient climate changes under con-

stant forcing, except that the periodic experiments need a

longer time than the constant forcing experiment to reach

the same magnitude. This is understood because the

spinup from the sudden onset of constant forcing is

dominated by fast time scales. When the forcing fre-

quency is low enough, the amplitude merges with the

equilibrium state of constant-forcing experiment.

The phase difference between temperature and sa-

linity and that between OHT and AHT can be seen in

Figs. 4a–f (solid curves). More visual changes in

phase differences between the forcing and model vari-

ables are plotted in Fig. 5c. At the upper bound of

forcing frequency (very high frequency), the peak re-

sponse in Ss lags the forcing by about p/2 (or 908, a
quarter period) (dashed green). The peak response in Ts

lags the forcing by about p (or 1808, a half period) (light
red). Since AHT is determined by Ts, the phase differ-

ence between AHT and forcing is the same as that be-

tween Ts and forcing (dashed red). OHT is roughly

determined by ocean mass transport, which is in turn

roughly determined by Ss but with an opposite phase

(DFo ; Dq;2DSs). Therefore, both q and OHT lag the

forcing by about 3p/2 (52p 2 p/2) (blue curves) and lag

FIG. 4. Climate changes in different periodic freshwater forcing experiments: (left) 5-, (center) 50-, and (right) 500-yr period for (a)–

(c) DTs (8C; red), DSs (psu; blue), and Dq (Sv; black); (d)–(f) heat transport changes (PW): AHT (DFa; red), OHT (DFo; blue), and THT

(DFt; black). The solid curves shownumerical results from the coupled boxmodel and the dashed curves for the theoretical results from the

slab-ocean model. (g)–(i) the BJC rate CR, which is simply calculated as DFa/DFo from (d)–(f). The black and red dots are for numerical

and theoretical results, respectively. Under low-frequency forcing,CR concentrates around the theoretical value (20.6) given by Eq. (2) as

long as both DFa and DFo are nonzero.
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AHT by about p/2 (solid black curve). It is noticeable

that the phase differences decrease monotonically with

time scale. Toward the lower bound of forcing frequency,

the phase difference between forcing and Ss (or Ts, Fa)

becomes negligible. The most important feature is that

OHT and AHT become out of phase (solid black curves

in Fig. 5c); that is, they compensate each other.

The transient changes in correlation coefficient r be-

tween OHT and AHT and in the BJC rate CR under the

periodic forcing are plotted in Fig. 6. As mentioned in

section 2, r; cosd, which is exactly the case as shown in

Fig. 6a. The values of r (blue asterisks) calculated from

the time series ofAHTandOHT (solid curves in Figs. 4d–f)

are identical to those of cosd (black circles) based on the

FIG. 6. (a) Changes of correlation between DFa and DFo with different forcing periods. Gray line shows r 521.

Red pluses are the theoretical values of rd (5cosd) from Eq. (17), blue asterisks are for the correlation calculated

directly from the time series ofDFa andDFo shown in Figs. 4d–f, open circles are for the correlation calculated as the

cosine of the phase difference shown as the black curve in Fig. 5c, and green dots are for the correlation from the

stochastic forcing experiment. (b)As in (a), but for the BJC rateCR. Gray line shows the theoretical valueCR0 from

Eq. (2). Red pluses are the theoretical values of CRp from Eq. (15); blue asterisks are for the constant freshwater

forcing experiment (same as those in Fig. 3d); open circles for the periodic freshwater forcing experiment; and green

dots for the stochastic forcing experiment. Open circles and green dots in (b) are calculated using Eq. (1).

FIG. 5. Changes of climate response (magnitude) with different forcing periods: (a) Dq (Sv), DTs (8C), and DSs (psu) and (b) heat

transport changes (PW). Circles are for periodic experiments. Curves shown in Figs. 3b,c are replotted here as solid curves for a better

comparison. (c) Changes of phase differences with different forcing periods. Thick red (blue) curve shows phase difference between DTs

and external forcing (between Dq and external forcing); dashed green, red, and blue curves show phase differences between DSs and
external forcing, between DFa and external forcing, and between DFo and external forcing, respectively; black curve shows phase dif-

ference between DFa and DFo.

1 AUGUST 2016 ZHAO ET AL . 5507



phase difference of AHT and OHT (solid black curve in

Fig. 5c). Moreover, they are almost the same as the theo-

retical cosd (red pluses) (given in section 5). As the forcing

frequency decreases, AHT andOHT become out of phase,

d / 1808 and r 5 cosd / 21, and the BJC rate CR for

climate variability based onEq. (1) (black circles in Fig. 6b),

which exhibits a similar evolution to that under constant

forcing (blue asterisks in Fig. 6b), approaches the equilib-

rium value CR0 (gray line in Fig. 6b) monotonically.

c. Stochastic freshwater perturbation

For a more general situation, an experiment with

stochastic freshwater perturbation was performed by

adding a term of white-noise salinity tendency:

h
fw
5 h

0

ðv5‘

v50

eivt dv . (5)

The model responses to the random forcing are not

random at all. There is distinct low-frequency variability

in all variables (Fig. 7). Power spectral analysis reveals

that the climate responses are enhanced toward lower

frequency (Figs. 7c,d), similar to those shown in Fig. 4.

There is a peak response to the random forcingwith a time

scale of 400–600yr, which is particularly clear in ocean

mass and heat transports. This time scale is consistent with

the equilibrium response time scale illustrated in Figs. 5a,b

and determined by the eigenmode of the four-box-

ocean system (more discussion in section 5). However, the

BJC rate CR in this situation (green dots in Fig. 6b) still

approaches the equilibrium BJC rate CR0 monotonically.

The transient changes (green dots in Fig. 6) in both the

correlation and the BJC rate show almost identical evo-

lutions to those under periodic (black circles) forcing. In

addition, despite its simplicity, the box-model simulations

in Fig. 7 resemble the results from the coupled climate

model in Fig. 1 very well.

5. A theory

To further understand time-scale dependence of the

BJC, the four-box-ocean model is simplified in favor of

FIG. 7. Climate changes in the stochastic freshwater forcing experiment: (a) DTs (8C; red), DSs (psu; blue), and Dq (Sv; black) and

(b) heat transport changes (PW) for DFa (red), DFo (blue), and DFt (black). Power spectrums of these variables: (c) DTs (red), DSs (blue),
and Dq (black) and (d) DFa (red), DFo (blue), and DFt (black). In (c),(d), the darker color curves are the 99-point smoothed versions of the

light color curves, respectively.
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an analytical solution to the BJC under periodic forcing.

The four-box ocean is reduced to a two-box (slab) ocean

by assuming T1 5 T3 5 T4 and S1 5 S3 5 S4, similar to

the slab ocean model used in MS95. The equations can

be written in terms of Ts and Ss as follows:

_T
s
5

1

�cr
0
D

1

[(A
2
2A

1
2BT

s
)2 2xT

s
]2 2qT

s

and

(6)

_S
s
5

2S
0

�
w
D

1

gT
s
2 2qS

s
1 h

fw
. (7)

Here, A1 (,0) and A2 (.0) are the net incoming radi-

ation (Wm22) at high and low latitudes, respectively;

g is the efficiency of atmosphere moisture transport; D1

is the upper-ocean depth; c is seawater specific heat ca-

pacity; r0 is seawater density; and S0 is the reference sa-

linity (35 psu). Time derivatives are denotedwith dots over

Ts and Ss. The variable � indicates relative ocean coverage;

�w is similar to � but includes the influence of the catchment

area of the ocean basin. All parameters used in this study

are listed in Table 1, which were discussed in detail pre-

viously (NSM94; MS95; Yang et al. 2016). In fact, the an-

alytical solution to the BJC given in Eq. (2) is identical for

the slab-ocean and four-box-ocean models.

Considering infinitesimal perturbations (prime) of

T5T1T 0 and S5 S1S0, where the overbar denotes an
equilibrium state, the linearized versions of Eqs. (6) and

(7) can be written in the matrix form as follows:

›

›t

 
T0

s

S0
s

!
5M

 
T0

s

S0
s

!
1

 
0

h
0
eivt

!
, where

M5

 
M

A
M

B

M
C

M
D

!
. (8)

Here,

M
A
52(F1 2q1 2kaT

s
), M

B
5 2kbT

s
,

M
C
5 2(E2 kaS

s
), and M

D
5 2(kbS

s
2 q) ,

and

E5
S
0

�
w
D

1

g and F5
B1 2x

�cr
0
D

1

.

Equation (8) is a nonhomogeneous linear system with

constant coefficients, and its general solution can be

written as the sum of the general solution to the ho-

mogeneous linear system plus one particular solution in

response to external forcing. The homogeneous linear

system is given by the following:

›

›t

�
T0

s

S0
s

�
5M

�
T0

s

S0
s

�
. (9)

The eigenvalues (l1, l2) of Eq. (9) can thus be ob-

tained by solving the matrix M:

l2 2 (M
A
1M

D
)l1M

A
M

D
2M

B
M

C
5 0. (10)

Here, l11 l25MA1MD and l1l25MAMD2MBMC.

Given the parameters in Table 1, the discriminant of Eq.

(10) is positive, and the two eigenvalues are l1 5 21.653
1028 s21 and l2 5 21.15 3 1029 s21, corresponding to

damping time scales of 2 and 28 yr, respectively. The

variable D1 is set to 400m (l1 5 28.4 3 1029 s21 and

l2 5 21.2 3 1029 s21, if D1 5 1000m). The negative

eigenvalues suggest that the slab-ocean model system is

always a damping system without oscillation behavior

when the external forcing is absent. Thus, any periodic

behavior of the system has to come from external forc-

ing. To understand Figs. 3–6, one only needs to obtain

the particular solution to the nonhomogeneous system.

Moreover, for the variability with time scales longer

than 30 yr, the solution to the nonhomogeneous system

will be determined solely by the particular solution,

which can be written as follows:

T 0
s 5T

0
ei(vt2u) and S0

s 5 S
0
ei(vt2u2u) , (11)

where T0 and S0 are amplitudes of T0
s and S0

s, re-

spectively, u is the phase difference of T0
s with respect to

the external forcing, and u is the phase difference be-

tween T0
s and S0

s. Here,

T
0
5

M
B
h
0ffiffiffiffiffi

M
p and S

0
5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v2 1M

A
2

p
h
0ffiffiffiffiffi

M
p ;

cosu5
2Qffiffiffiffiffi
M

p and cosu5
2M

Affiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v2 1M

A
2

p ; and

P5v(l
1
1 l

2
), Q5v2 2 l

1
l
2
, and

M5P2 1Q2 .

The perturbations of the THC, AHT, and OHT are

determined by T0
s and S0

s. They can be formulated as

follows, according to Yang et al. (2016):

q0 5 k(aT 0
s 2bS 0

s) , (12)

F 0
a 5 xG

01
T 0
s , and (13)

F 0
o 5 cr

0
�G

01
D

1
(T

s
q0 1 qT 0

s) . (14)

The BJC rate can then be obtained:

C
Rp

[
F 0

a

F 0
o
5Re(C

R0
eid)5 r

d
C

R0
, (15)
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where

C
R0

5
2x

�cr
0
D

1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v2 1F2

p and (16)

r
d
[ cosd52

Fffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v2 1F2

p . (17)

The variable CR0 is the ratio of amplitudes of F 0
a and F 0

o

and therefore represents the magnitude of potential com-

pensation, d is the phase difference between OHT and

AHT and reflects the extent of concurrent compensation,

and rd is the correlation coefficient defined by cosd.

Equation (15) clearly shows that the BJC rate is

influenced by both amplitude and phase differences.

Whether the forcing frequency matters to the BJC rate

depends on the relative magnitudes of v and F. Here,

F21 5 (�cr0D1)/(B 1 2x) can be understood as the

equilibrium time scale for which the upper-ocean tem-

perature fully responds to the local climate feedback B

and atmosphere heat transport x based onEq. (6). Using

parameters listed in Table 1, F21 ; 3 yr. Therefore, at

the decadal time scale and beyond (v� F; v21. 10 yr),

both the ratio of amplitude CR0 and the correlation co-

efficient rd are approaching constant. Thus, the BJC will

reach the equilibrium quickly. Since at the short time

scales, small rd (low correlation) weakens the BJC, to

explore the BJC in a real climate system, one must

smooth the data with a low-pass filter to reduce the in-

fluence of phase difference, as done in Fig. 1.

In fact, at the upper bound of forcing frequency (v/
‘), cosd5 0, AHT lags or leads OHT by p/2 (solid black

curve in Fig. 5c), and there is no correlation between the

two (rd 5 0). Also, CRp 5 CR0 5 0, and the system has

almost no response to the external forcing, so there is no

so-called BJC (dashed curves in Figs. 4a,d). With de-

creasing forcing frequency, the BJC rate increases

monotonically as indicated by Eq. (15). At the lower

bound of forcing frequency (v / 0), rd 5 cosd 5 21,

AHT lags or leads OHT by p, and they are out of phase

(Fig. 5c); CRp 5 2(1 1 B/2x)21, which is exactly the

equilibrium BJC given in Eq. (2). The values for rd and

CRp are also plotted in Fig. 6 (red pluses) for compari-

son. The BJC for climate variability defined in Eq. (1) is

practically identical to the theoretical solution in Eq.

(15). The BJC rates obtained from different approaches

have similar transient behaviors over time. They all

merge with the equilibrium BJC after about 200 years.

The particular solutions under the periodic forcing

based on Eqs. (11)–(14) are plotted in Fig. 4 (dashed

curves), together with the numerical solutions from the

coupled box model (solid curves in Fig. 4). We can see

that the particular solutions to the slab oceanmodel are

in good agreement with the general solutions to the

four-box-ocean coupled model. Under high-frequency

forcing, the phase difference between the particular

solution and the numerical solution (Figs. 4a,d) exists

because of the effect of eigenmode, which is important

for variability at time scales shorter than 30 yr. When

lowering the forcing frequency (longer time scales), the

eigenmode diminishes (Figs. 4b,e) and the phase dif-

ference becomes negligible (Figs. 4c,f). Of course,

there are some differences in the magnitudes of these

solutions. After all, one is for a slab ocean and the other

one is for a four-box ocean.

6. Summary and discussion

This work is an attempt to understand time-scale de-

pendence of the BJC for general climate variability

from a theoretical perspective. A new approach was

proposed to diagnose BJC for climate variability. This

approach considers both the phase difference between

AHT andOHT variability and their relative amplitudes.

The coupled model with the four-box ocean of Yang

et al. (2016) was used to exhibit transient BJC for cli-

mate variability, whose solutions are very similar in

different forcing scenarios, approaching the equilibrium

BJC rate monotonically with increasing time scale. The

theoretical solution to transient BJC was also obtained

from a slab-ocean coupled model. The theoretical re-

sults are almost identical to the numerical results from

the coupled box model with a four-box ocean. We

showed that the BJC for climate variability is equivalent

to the theoretical transient BJC. In addition, we stressed

that the BJC exhibits a unique time-scale dependence

that decreases monotonically with time scale and that

this time-scale dependence is not affected by the varia-

tions of AHT, OHT, or other climate variables.

The approach to determine the BJC proposed in this

work is important for diagnosing the compensation be-

havior in a complex climate system. Equation (1) tells us

both the correlation between AHT and OHT and that

their relative amplitudes are critical to determine the

BJC. The correlation is actually equivalent to the cosine

of their phase difference. The approach can exhibit

overcompensation (jCRj . 1), undercompensation

(jCRj , 1), or perfect compensation (jCRj 5 1). These

different situations suggest different climate feedbacks,

as shown in Yang et al. (2016). There should be positive

(zero) feedback somewhere for overcompensation

(perfect compensation). The BJC implies an overall

climate feedback situation. Therefore, calculating the

BJC properly for climate variability is important to un-

derstand climate feedback processes at various latitudes

and various time scales. In fact, an inappropriate di-

agnosis of BJC ismisleading, as shown in the ‘‘bad’’ plots
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of Figs. 4g–i, which can go to infinity; such diagnosis would

prevent us from understanding the fundamentals of a cli-

mate system.

The box model of course has its limitations, which

were discussed in detail in Yang et al. (2016). For ex-

ample, it does not include any wind-driven dynamics, so

the wind-driven heat transport is missing. The equilib-

rium BJC rate is independent of heat transports, but

Rose and Ferreira (2013) indicated that this indepen-

dence cannot capture the range of behaviors in complex

models. The theoretical solution is only for a slab ocean.

We only considered small perturbations in this study. In

the real world, perturbations may be significant, like the

one under global warming. Nevertheless, the simple

coupled box model can help us understand the funda-

mental mechanisms of the BJC and clarify the definition

of BJC for climate variability. Comprehensive studies

on the BJC in a complex coupled climate model are

under way.
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